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NLP models are prevalent 
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Bias in Visual Semantic Role Labeling (vSRL)

• Jieyu Zhao, et al. "Men also like shopping: Reducing gender bias amplification 
using corpus-level constraints." EMNLP (2017). Best Long Paper Award 2

Cooking
Role Noun
agent woman
food vegetable

container bowl
tool knife
place kitchen
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Bias in Coreference Resolution

Semantics Only

w/ Syntactic Cues

• Coreference resolution is biased1,2
• Model fails for female when given same context

3
1Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018
2Rudinger et al. Gender Bias in Coreference Resolution. NAACL 2018

Change his à her ? !
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Bias in Transfer Learning: Bio Prediction

• Edmund J. Bourne, PhD, is a psychologist in northern California, … He
is author of  several books, … 
• Dr. Constance Milbrath is a developmental psychologist, …  Her

interests at HELP are in the ethno-cultural determinants  … 

4Jieyu Zhao, et al. Gender Bias in Multilingual Embeddings and Cross-Lingual Transfer. ACL 2020. 
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Bias in NLP 

• R. Rudinger et al. Social Bias in Elicited Natural Language Inferences.  ENLP 2017
• L. Dixon et al. Measuring and Mitigating Unintended Bias in Text Classification. AAAI 2017
• S. Kiritchenko et al. Examining Gender and Race Bias in Two Hundred Sentiment Analysis Systems. 

SEM 2018
• J. Park et al. Reducing Gender Bias in Abusive Language Detection. EMNLP 2018
• N. Schluter. The Glass Ceiling in NLP. EMNLP 2018
• K. Webster et al. Mind the GAP: A balanced corpus of  gendered ambiguous pronouns. TACL 2018
• G. Stanovsky et al. Evaluating Gender Bias in Machine Translation. ACL 2019
• T. Manzini et al. Black is to Criminal as Caucasian is to Police: Detecting and Removing Multi-class 

Bias in Word Embedding. NAACL 2019
• E. Sheng, et al. The Woman Worked as a Babysitter: On Biases in Language Generation. EMNLP 

2019
• M. De-Arteage et al. Bias in Bios: A Case Study of  Semantic Representation Bias in a High-Stakes 

Setting. FAT 2019
• K. Chang et al. Tutorial: Bias and Fairness in Natural Language Processing. EMNLP 2019
• …

5
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Outline

6

Bias in NLP Modules

Bias in Language Representations

Bias Amplification
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Bias in NLP: Coreference Resolution

Semantics Only

w/ Syntactic Cues

• Coreference resolution is biased1,2
• Model fails for female when given same context

7
1Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018
2Rudinger et al. Gender Bias in Coreference Resolution. NAACL 2018



NLP

•WinoBias dataset1
• Pro-Stereotypical (Pro.)  and Anti-Stereotypical (Anti.)

• Bias: performance difference between Pro. and Anti. dataset.

1https://uclanlp.github.io/corefBias

Evaluate Bias

8

https://uclanlp.github.io/corefBias
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Bias in Coreference Resolution

9

• Bias exists in different coreference systems
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Source of  Bias

• Training Dataset Bias

I. 80% of entities headed by gendered pronouns are male. 

II. Male gendered mentions are more likely to contain a job.

• Resource Bias

I. Word embeddings1 :   “man” is closer to “programmer” 
than “woman”. 

II. Gender lists: corpus-based gender statistics

10
1Bolukbasi et al. Man is to Computer Programmer as Woman is to Homemaker? 
Debiasing Word Embeddings. NeurIPS 2016.
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Mitigate Bias

11

• Gender Swapping
I. Build a dictionary of  

gendered terms

II. An additional training corpus 
where all male entities are 
swapped for female entities 
and vice-versa (Aug.)

• Modify the resource

I. Debiased word embeddings 
or balanced gender  list
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Bias Mitigation

12

! !

• Data Augmentation
• Using Debiased Word Embeddings
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A Carton of  NLP Pipeline

13credit: Kai-Wei Chang
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Outline

14

Bias in NLP Modules

Bias in Language Representations

Bias Amplification
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Bias in Word Embeddings

15
credit: Kai-Wei Chang

This can be done by projecting gender direction out from gender 
neutral words using linear operations.
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Learning Gender-Neutral Word Embeddings

• Goal: To learn an embeddings “without” gender information encoded
• GN-GloVe: To retain gender info in certain dimensions

16
[Jieyu Zhao, et al. EMNLP 2018]

1 -1 x

she he nurse

Dimensions for 
other latent aspects

Dimensions reserved 
for gender info only "!
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Learning Gender-Neutral Word Embeddings

17

!"

• GN-GloVe separates the gender info with other aspects

H. Gonen, et al. Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender 
Biases in Word Embeddings But do not Remove Them. NAACL (2019)
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Gender Bias in Multilingual Embeddings and 
Cross-Lingual Transfer Learning

• Goal: To understand bias in multilingual 
word embeddings
• Resources: New datasets for intrinsic and

extrinsic bias analysis
• Key Takeaways:
• Bias commonly exists in different

languages
• Different alignment targets affect the bias
• Existing mitigation method helps but 

cannot completely remove the bias.

18[Jieyu Zhao, et al. ACL 2020]
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Gender Bias in Contextualized Embeddings

19

BERTELMoCoVe

Great performance improvement!Bias?

In this work, we do the analysis in EN.
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Background: ELMo

•Make use of  a pretrained language model
• Embed corresponding context into the representations

word2vec ELMo

He taught himself  to play the violin .                           Do you enjoy the play ?

Embedding
visualization

from 
context-1

from 
context-2

20
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Gender Geometry in ELMo

• First two components explain more variance than others
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(Feminine) The driver stopped the car at the hospital because she was paid to do so

(Masculine) The driver stopped the car at the hospital because he was paid to do so

gender direction: ELMo(driver) – ELMo(driver)
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Gender Geometry in ELMo

The driver stopped the car at the hospital because she was paid to do so

The driver stopped the car at the hospital because he was paid to do so

Female context

Male context

22

ELMo embeds gender 
in the embeddings
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The driver stopped the car at the hospital because she was paid 
to do so

Unequal Treatment of  Gender

• Classifier

23

f :
<latexit sha1_base64="MiBzBz8O6rmAcrAGaRyZjZKL+Rs=">AAAB63icbVA9SwNBEJ2LXzF+RS1tFhPBKtwlhWIVtLGMYD4gOcLeZi9Zsrt37O4J4chfsLFQxNY/ZOe/cS+5QhMfDDzem2FmXhBzpo3rfjuFjc2t7Z3ibmlv/+DwqHx80tFRoghtk4hHqhdgTTmTtG2Y4bQXK4pFwGk3mN5lfveJKs0i+WhmMfUFHksWMoJNJlXDm+qwXHFr7gJonXg5qUCO1rD8NRhFJBFUGsKx1n3PjY2fYmUY4XReGiSaxphM8Zj2LZVYUO2ni1vn6MIqIxRGypY0aKH+nkix0HomAtspsJnoVS8T//P6iQmv/ZTJODFUkuWiMOHIRCh7HI2YosTwmSWYKGZvRWSCFSbGxlOyIXirL6+TTr3mNWr1h3qleZvHUYQzOIdL8OAKmnAPLWgDgQk8wyu8OcJ5cd6dj2VrwclnTuEPnM8fAOmNjA==</latexit>

ELMo(occupation) !
<latexit sha1_base64="r2/BIvv92hsxnS9nS8QQghuqsRs=">AAAB9HicbVA9TwJBEJ3DL8Qv1NLmIphYkTsstCTaWGIiYAIXsrcssGFv99ydw5ALv8PGQmNs/TF2/hsXuELBl0zy8t5MZuaFseAGPe/bya2tb2xu5bcLO7t7+wfFw6OmUYmmrEGVUPohJIYJLlkDOQr2EGtGolCwVji6mfmtMdOGK3mPk5gFERlI3ueUoJWCckfzwRCJ1uqp3C2WvIo3h7tK/IyUIEO9W/zq9BRNIiaRCmJM2/diDFKikVPBpoVOYlhM6IgMWNtSSSJmgnR+9NQ9s0rP7SttS6I7V39PpCQyZhKFtjMiODTL3kz8z2sn2L8KUi7jBJmki0X9RLio3FkCbo9rRlFMLCFUc3urS4dEE4o2p4INwV9+eZU0qxX/olK9q5Zq11kceTiBUzgHHy6hBrdQhwZQeIRneIU3Z+y8OO/Ox6I152Qzx/AHzucPgN+R6w==</latexit>

context gender

f
<latexit sha1_base64="nCmo2IjEmAQavNbnXg33xD8FOzI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGIUJIEL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBj8H4ZuY/PqHSPJYPZpKgH9Gh5CFn1FjpvhpW++WKW3PnIKvEy0kFcjT75a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbTrNe+iVr+rVxrXeRxFOIFTOAcPLqEBt9CEFjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AGDRo1I</latexit>ELMo

embeddings
gender 

prediction
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Unequal Treatment of  Gender (continued)

• ELMo propagates gender information from the context
• Male information is 14% more accurately propagated than 

female

24
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40
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GloVe + ELMo

OntoNotes Pro. Anti.

Bias in Coreference Resolution

• ELMo boosts the performance
• However, enlarge the bias (Δ)

Δ: 29.6Δ: 26.6

25
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Mitigate Bias

•Neutralize ELMo Embeddings
• Average the ELMo embeddings for test dataset

26

The driver stopped the car at the hospital because she was paid to do so 

The driver stopped the car at the hospital because he was paid to do so

average

gender swapping
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Mitigate Bias

•Neutralize ELMo Embeddings
• Lightweight; keeps the performance
• Mitigate some of  the bias (in WinoBias)

27
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Mitigate Bias

•Data Augmentation
• Retrain the model 
• Mitigate almost all the biases (in WinoBias)

F 1
 (%

)
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Outline

29

Bias in NLP Modules

Bias in Language Representations

Bias Amplification
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What’s the agent for this image?

• Jieyu Zhao, et al. "Men also like shopping: Reducing gender bias amplification 
using corpus-level constraints." EMNLP (2017). Best Long Paper Award 30

Cooking
Role Noun
agent woman
food vegetable

container bowl
tool knife
place kitchen
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31imsitu.org

33% 66%

Male Female

Dataset Gender Bias

credit to: Mark Yatskar

http://imsitu.org
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32imsitu.org

16% 84%

Male Female

Gender Bias Amplification

http://imsitu.org
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imSitu: visual Semantic Role Labeling

(Activity/Verb)

33
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MLC: COCO Multi-Label Classification

(Object/Noun)

34
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Visualize and Quantify the Bias

35
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Model Bias Amplification

36
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46.9% strong bias (>2:1)64.6% bias
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46.9% strong bias (>2:1)64.6% bias
37.9% strong bias (>2:1)86.6% bias
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Model Bias Amplification

39

69%
73%

bias .05
.04

strong bias(> 2:1) :
strong bias(> 2:1) :

.07

.08bias
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Reducing Bias Amplification (RBA)

40

Dataset Model RBA

• Make the model avoid making biased decisions
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41gender ratio

pr
ed
ict
ed
ge
nd
er
ra
tio

Goal of the original 
model

Our control for 
calibration
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Bias De-amplification

42
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Bias De-amplification
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Bias De-amplification
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Bias De-amplification
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Mitigating Gender Bias Amplification in 
Distribution by Posterior Regularization1

•Top Prediction vs. Distribution Prediction
• Top prediction (Zhao et. al. 17):
• Model is forced to make one decision

• Even similar probabilities for “female” and “male” predictions
• Potentially amplify the bias

•Distribution of  predictions
• A better view of  understanding bias amplification
• Model is trained using regularized maximum likelihood objective

491 S. Jia*, T. Meng*, J. Zhao and K. Chang. ACL 2020
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Bias Amplification in Distribution

50S. Jia*, T. Meng*, J. Zhao and K. Chang. ACL 2020

Top prediction (EMNLP’17)Posterior Distribution

81.6% violations51.4% violations
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Bias Mitigation Using Posterior Regularization

vSRL Violation: 51.4% Amplification: 0.032 Acc.: 23.2%
w/ PR Violation: 2% Amplification: -0.005 Acc.: 23.1%

51
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Bias Amplification

52

Dataset Model Control

Top  Prediction
Distribution Prediction

Lagrange Regularization
Posterior Regularization
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Conclusion

Our Group Page: 
http://web.cs.ucla.edu/~kwchang/members/

v Biases are embedded in NLP models
v Controlling Biases is still an open problem

http://web.cs.ucla.edu/~kwchang/members/

