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Bias in Visual Semantic Role Labeling (vSRL)

Cooking
Role Noun
agent DD
food vegetable
container bowl
tool knife
place Kitchen

* Jieyu Zhao, et al. "Men also like shopping: Reducing gender bias amplification
using corpus-level constraints." EMNLP (2017). Best Long Paper Award 2
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Bias in Coreference Resolution

* Coreference resolution is biased!#
* Model fails for female when given same context

LT A Coref- - oo
1| President is more vulnerable than most.
- --Coref-. P e (€] e
=
2 His unorthodox and controversial style of politics creates more political incentives for Republicans to take a

Coref---~_
™

stand against fhié presidency

Change his - her ? @

Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018
*Rudinger et al. Gender Bias in Coreference Resolution. NAACL 2018 3



Vo V'S NLP

Bias in Transfer Learning: Bio Prediction

* Edmund J. Bourne, PhD, 1s a psychologist in northern California, ... He
is author of several books, ...

* Dr. Constance Milbrath 1s a developmental psychologist, ... Her
interests at HELP are in the ethno-cultural determinants ...

B Male I Female I Female
81.0 58.0
77.0 56.0
73.0 54.0
69.0 52.0
65.0 50.0
EN dataset Cross-lingual transfer

Jieyu Zhao, et al. Gender Bias in Multilingual Embeddings and Cross-Lingual Transfer. ACL 2020. 4
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Bias in NLLP

Mitigating Gender Bias in Natural Language Processing: Literature Review
Tony Sun, Andrew Gaut, Shirlyn Tang, Yuxin Huang, Mai ElSherief, Jieyu Zhao, Diba Mirza, Elizabeth Belding, Kai-Wei Chang, William Yang Wang

Language (Technology) is Power: A Critical Survey of "Bias" in NLP

Su Lin Blodgett, Solon Barocas, Hal Daumé Ill, Hanna Wallach

R. Rudinger et al. Social Bias in Elicited Natural Language Inferences. ENLP 2017
L. Dixon et al. Measuring and Mitigating Unintended Bias in Text Classification. AAAT 2017

g.EIﬁriztglllgnko et al. Examining Gender and Race Bias in Two Hundred Sentiment Analysis Systems.

J. Park et al. Reducing Gender Bias in Abusive Language Detection. EMNLP 2018

N. Schluter. The Glass Ceiling in NLP. EMNLP 2018

K. Webster et al. Mind the GAP: A balanced corpus of gendered ambiguous pronouns. TACL 2018
G. Stanovsky et al. Evaluating Gender Bias in Machine Translation. ACL 2019

T. Manzini et al. Black is to Criminal as Caucasian is to Police: Detecting and Removing Multi-class

Bias in Word Embedding. NAACL 2019

E. Sheng, et al. The Woman Worked as a Babysitter: On Biases in Language Generation. EMNLP
2019

M. De-Arteage et al. Bias in Bios: A Case Study of Semantic Representation Bias in a High-Stakes
Setting. FAT 2019

K. Chang et al. Tutorial: Bias and Fairness in Natural Language Processing. EMNLP 2019
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Outline
~__
E Bias in NLP Modules
3 BiasinL R '
cc ias in Language Representations

Bias Amplification
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Bias in NLP: Coreference Resolution

* Coreference resolution is biased!#
* Model fails for female when given same context

(Mention}” ™"~~~ T Coref- - - oo

|| President is more vulnerable than most.

- --Coref-. P e (€] e

=

2 His unorthodox and controversial style of politics creates more political incentives for Republicans to take a

------ Coref----.

1L
stand against his presidency
1| President is more vulnerable than most.
---------------------------------------------------- (- e e e

Her unorthodox and controversial style of politics creates more political incentives for Republicans to take a stand

---Coref-.
™

against "hJéf presidency

Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018
’Rudinger et al. Gender Bias in Coreference Resolution. NAACL 2018 7



Evaluate Bias

UCLA

* WinoBias dataset!

* Pro-Steteotypical (Pro.) and Anti—Stere;)typical (Anti.)

L

/
T'he physician| hired the secretaw was overwhelmed with clients.

-
- -
-~ .
------

||i he physicgﬁl hired the secretary becduse she was overwhelmed with clients.
VRt

The secretary:called

the physician

and told[him|about a new patient.

‘The secretary called

the physician

-
.
-
- - -

and told:her:about a new patient.

'
=
=
------

* Bias: performance difference between Pro. and Anti. dataset.

thttps://uclanlp.github.io/corefBias



https://uclanlp.github.io/corefBias

Vo V'S NLP

Bias in Coreference Resolution

* Bias exists in different coreference systems

B Pro-stereotype [ Anti-stereotype || OntoNotes
80

60

40

20

Feature E2E
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Source of Bias

* Training Dataset Bias

I.  80% of entities headed by gendered pronouns are male.

II. Male gendered mentions are more likely to contain a job.

e Resource Bias

I. Word embeddings': “man” is closer to “programmer”
than “woman”.

II. Gender lists: corpus-based gender statistics

1Bolukbasi et al. Man is to Computer Programmer as Woman is to Homemaker?

Debiasing Word Embeddings. NeurIPS 2016.



UCLA ININ=)

Mitigate Bias

* Gender Swapping

1. Build a dictionary of\

gendered terms

The doctor went to the store to pick up food.

II.  An additional training corpus
where all male entities are
swapped for female entities

and vice-versa (Aug) At the store, there was a sick caihier. he
*  Modify the resoutce The doctor| offered to helped the cashiet because|she

could see something was wrong,
L. Debiased word embeddings

or balanced gender list

11
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Bias Mitigation

* Data Augmentation

* Using Debiased Word Embeddings

B Pro-stereotype [ Anti-stereotype | OntoNotes

80.0

60.0

F1 score
F-S
o
o

20.0

o0 12
E2E E2E (debias WE) E2E (full)
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A Carton of NLP Pipeline

.. Prediction
t

(Structured) Inference E.g., word embedding,
? Knowledge bases. Etc.

Representation D Equxinary Corpug
T Qo
E Data j .
O

credit: Kai-Wei Chang 13
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Outline
~
E Bias in NLP Modules
3 BiasinL R '
“ 148 1N anguage epresentatlons

Bias Amplification

14



Bias in Word Embeddings

Vo V'S NLP

SEXIST

tote
browsing
tanning
scrimmage
dress
sewing
brilliant
nurse
cocky
genius
homemaker

FEMALE

[Bolukbasi; NeurlPS 16]

- --dEwmewm AW s eTE TR R esEss s ... 1‘3

------- - alME . - .= -
she . Mdhihiy witch witches daQS bO)& cousin
. fiance L WVES 8 consson
Queen girlfriends girlfriend '
sisters grandmother wife dadcry

ladi
adies daughters fiancee :

DEFINITIONAL

-
boyhood

This can be done by projecting gender direction out from gender

neutral words using linear operations.

15
credit: Kai-Wei Chang



Vo V'S NLP

Learning Gender-Neutral Word Embeddings

* Goal: To learn an embeddings “without” gender information encoded

e GN-GloVe: To retain gender info in certain dimensions

—_—

W = [w(a); w(g)]

Dimensions for a

other latent aspects
S—

e’

} Dimensions reserved
; w
for gender info only

16
she  he  nufse Mieyu Zhao, et al. EMNLP 2018]
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Learning Gender-Neutral Word Embeddings

« GN-GloVe separates the gender info with other aspects

sbusinesdwemah xx

x
sballefing  x x
x

sactress

X* Xh x
!r;ousekeﬁgﬁ okt
‘housewife x ’g(x?’? x X han

x .

xR ox X waiter,
il X Xx xR ¥

O Ilts( X xx X x x % A

‘Wwaitress|* X Xy Ao .

X x g ' salesmap

nun - x x o ;xxx,&x * y a

x X > policeman

‘opmy jmdrse; % marshal_ MoNK .

*mal " A U « landlord,

= headmaster,

archbishop *

dyman
A

Female
Male
Neutral

X Neutral

-2.0 -1.5 =1.0 —-0.5

0.0 05 1.0
W(g)

1.5 2.0

-1.00-0.75-0.50—0.25 0.00 0.25 0.50 0.75 1.00

similarity Wa

UL H. Gonen, et al. Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender

Biases in Word Embeddings But do not Remove Them. NAACL (2019)

17
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Gender Bias in Multilingual Embeddings and
Cross-Lingual Transter Learning

* Goal: To understand bias in multilingual
word embeddings

* Resources: New datasets for intrinsic and f{ ; :.*.
extrinsic bias analysis EN e
* Key Takeaways: e, \
* Bias commonly exists in different ;::f" e
languages L
* Different alignment targets affect the bias FR
* Existing mitigation method helps but
cannot completely remove the bias. °-'-.-..:.:-'.3
HI

[Jieyu Zhao, et al. ACL 2020] 18
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Gender Bias in Contextualized Embeddings

—

CoVe El.Mo BERT

Great perfornBiase improvement! @

In this work, we do the analysis in EN. 19
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Background: EL.LMo

* Make use of a pretrained language model

* Embed corresponding context into the representations

He taught himself to play the violin . Do you enjoy the play ?

Embedding
visualization
\—Y—J
from from
context-1 context-2

word2vec BT Mo .
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Gender Geometry in E1.LMo

* First two components explain more variance than others

(Feminine) The|driver stopped the car at the hospital because she was paid to do so

(Masculine) The|driver] stopped the car at the hospital because he was paid to do so

gender direction: ELMo(driver) — ELMo(driver)

o
w
o

Explained Variance(%o)
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Gender Geometry in E1.LMo

© The driver stopped the car at the hospital because she was paid to do so

@ The drive stopped the car at the hospital because he was paid to do so

Occupational Gender
I
(92}

1 . gleveloper
. veloper fQWer
chigfinan .

| ELMO embeds gender “emale context

in the embeddings

Male context

gashier
cashier waitress
actress
-4 -3 -2 -1 0 1 2 3

Contextual Gender 22
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Unequal Treatment of Gender

e Classifier

f . BLMo(occupation) —» context gender :
ELMo f gender
embeddings prediction

| I

The driver stopped the car at the hospital because she was paid
to do so

23
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Unequal Treatment of Gender (continued)

* ELMo propagates gender information from the context

* Male information is 14% more accurately propagated than
female

100
90

80

Accuracy (%)

70

60

50

Male Context Female Context o
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Bias in Coreference Resolution

* ELMo boosts the performance
* However, enlarge the bias (A)

B OntoNotes | Pro. ~ Anti.

80 —

GloVe + ELMo 5
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Mitigate Bias

* Neutralize ELLMo Embeddings
* Average the ELLMo embeddings for test dataset

The driver stopped the car at the hospital because she was paid to do so

l gender swapping
The driver stopped the car at the hospital because he was paid to do so
. B B B B B B B B B B B B B B

average

26
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Mitigate Bias

* Neutralize ELMo Embeddings

* Lightweight; keeps the performance
* Mitigate some of the bias (in WinoBias)

B OntoNotes [ Pro. | Anti.

i

F1(%)

without neutralizing with neutralizing 27
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Mitigate Bias

* Data Augmentation
e Retrain the model

* Mitigate almost all the biases (1n WinoBias)

B OntoNotes

. Pro. | Anti.

F1(%)

without augment with augment 28
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Outline
~
E Bias in NLP Modules
3 BiasinL R '
“ 148 1N anguage epresentat1ons

Bias Amplification

29
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What’s the agent for this imager

Cooking
Role Noun
agent DD
food vegetable
container bowl
tool knife
place Kitchen

* Jieyu Zhao, et al. "Men also like shopping: Reducing gender bias amplification
using corpus-level constraints." EMNLP (2017). Best Long Paper Award 30



Dataset Gender Bias

i

- = ] ,;(//////g'( AN

AN

e

66%

Male Female
o . 3]
imsitu.org credit to: Mark Yatskar


http://imsitu.org

Gender Bias Amplification

L\
lf W’,«(( \
1((

(\ 3
S \ Ny
> -

16%

Male Female

imsitu.org


http://imsitu.org

UCLA

imSitu: visual Semantic Role Labeling

(Activity/ Verb)

NLP

Convolutional
Neural Network

v

ROLES NOUNS
AGENT woman O
FOOD vegetable (O
CONTAINER pot O
TOOL spatula O

Regression

Conditional Random Field

33



NLP
.C: COCO Multi-Label Classification

(Object/Noun)

Convolutional
Neural Network

@,

PIZZA ves N Regression
ZEBRA no O
FRIDGE ves  ON
CAR no @;
O

Conditional Random Field
34
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Visualize and Quantity the Bias

Training Gender Ratio (A noun)

Training Set

A snowboard

snowboard yes snowboard yes
refrigerator no refrigerator no
bowl no bowl gle

# (A snowboard, @ man)
#( Asnowboard , @man) + #( Asnowboard ,@woman)

= 2/3
35



Model Bias Amplification

UCLA ININ=)

Predicted Gender Ratio (44 verb)

NOUNS
woman

stir-fry

# (@ cooking , @ man)

ROLES NOUNS
@ AGENT man
FOOD noodle
= |/6

#(@cooking ,@man) + #(€ cooking ,@woman)

36
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Gender Dataset Bias

& imSituVerb 6466 @ bias 469%  strong bias (>2:1)
A COCO Noun
0.25
2 02
o
« 0I5
o
> .
0.1 cooking lecturing
‘washing coachmg
005 shopping repairing
braldlng A AA mmn AMAMMAM A A AAA A AN
0
0 0.25 0.5 0.75 |
O- _ - @
Female Unbiased Male
bias Gender Ratio Dias

37
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Gender Dataset Bias

@ imSitu Verb 646%@ bias  469% strong bias (>2:1)
A COCONoun  86.6%@ bias 37.9% strong bias (>2:1)
0.25

0.05
O A M“ A MMM MAMAAMN A A AAA A AN
® 0 0.25 0.5 0.75 | .
Female Unbiased Male

bias Gender Ratio bias
38
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Model Bias Amplification

® imSituVerb  ¢9% bias! .05|biasf| strong bias(> 2:1): 07 |biast
A COCO Noun 73% bias! .04 |biasl| strong bias(> 2:1): 08 |bias!

autographing

3 .

o

C 075

)

9

C

H 050

5

Q

T 025

_8 o 4. Amplification Zone

o 000 cooking — Matched gender ratio

~ 0 025  Washing s 075 .®

Female Unbiased Male
bias Gender Ratio bias

39
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Reducing Bias Amplification (RBA)

Dataset Model RBA

o

* Make the model avoid making biased decisions

40



predicted gender ratio

Reducing Bias Amplification (RBA)

V points

1.00

Integer Linear Program

> max s(yi,image)
Y

f(y1 ... ¥n)

Training Ratio - Predicted Ratio | <= margin

UCLA ININ=)

Goal of the original
model

Our control for
calibration

max

{y'}e{Y"}

ng(yi.'i), S. L. ‘ AZyi —b<0
1 i N

' Lagrangian : Zfe(y") —Z;zl Ni(A; )yt =b) 420

000 =—=
0

0.25

0.5

gender ratio

0.75

41
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Bias De-amplification

Lagrangian Relaxation

ROLES | NOUNS
AGENT | woman
FOOD | pancake

ROLES

NOUNS

AGENT

woman

FOOD

vegetabl

> max s(yi,image)
i Yi
Training Ratio - Predicted Ratio | <= margn

(1/2)
* Lagrange Multiplier (4) Per Constraint

[ ]
update 4

update
potentials

42



VY NLP

Bias De-amplification

Lagrangian Relaxation

> max s(yi,image)
Y
‘Training Ratio - Predicted Ratio ‘ <= margin
(1/2)

ROLES | NOUNS
AGENT | woman
pancake

[- Lagrange Multiplier (1) Per Constraint ]

inference

[]

ROLES | NOUNS
AGENT | woman
FOOD | vegetabl

update
potentials

43



Vo V'S NLP

Bias De-amplification

> max s(yi, image)

Yi
‘Training Ratio - Predicted Ratio ‘ <= margin

(1/2)
* Lagrange Multiplier (4) Per Constraint

ROLES | NOUNS
AGENT | woman
pancake

inference

update 2

ROLES | NOUNS update
potentials
FOOD | vegetabl

AGENT | woman

44
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Bias De-amplification

Lagrangian Relaxation

‘Training Ratio - Predicted Ratio

ROLES | NOUNS
AGENT | woman
FOOD | pancake

ROLES

AGENT

FOOD

> max sy, image)
Y

<= margin
(172)
* Lagrange Multiplier (4) Per Constraint

[ ]
update 4

update
potentials

45
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Gender Bias De-amplification in imSitu

imSitu Verb Violation: 72.6%  .050 |biast| 24.0/ acc.

0.75

. @ Violating margin

Predicted Gender Ratio

0.25 ¢ i @ \Within margin
¢ --= Margin
, : — Matched gender ratio
O o -0 o ° T :
. 0 0.25 0.5 0.75 | ’
Female Unbiased Male

bias Gender Ratio bias
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Gender Bias De-amplification in imSitu

imSitu Verb Violation: 72.6%  .050 |biast| 24.0/ acc.
w/ RBA Violation: 50.5% .024 |biast| 23.97/ acc.

0.75

@ Violating margin

@ Within margin

=== Margin

— Matched gender ratio

0.25

Predicted Gender Ratio

0 0.25 0.5 0.75 I
o- @

Fema[e Unbiased Male
bias Gender Ratio bias
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Gender Bias De-amplification in COCO

COCO Noun  Violation: 60.6%  .032 |biast| 4527 mAP
w/ RBA Violation: 36.4%  .022 |biast| 45.19 mAP

0O _
= )
ad
3
- 0.75
C
Q
O o5
o
Q @ Violating margin
Jg 0.25 @ \Within margin
8 === Margin
a , . — Matched gender ratio
O 0 0.25 0.5 0.75 | ‘
Female Unbiased Male

bias Gender Ratio bias

48



UCLA VR
Mitigating Gender Bias Amplification in
Distribution by Posterior Regularization!

* Top Prediction vs. Distribution Prediction
* Top prediction (Zhao et. al. 17):

* Model is forced to make one decision
* Even similar probabilities for “female” and “male” predictions

* Potentially amplify the bias

* Distribution of predictions
* A better view of understanding bias amplification
* Model is trained using regularized maximum likelthood objective

LS. Jia*, T. Meng*, J. Zhao and K. Chang. ACL. 2020 49



UCLA NLP
Bias Amplification in Distribution
51.4% violations 81.6% violations
(7)) 10' N 10_
(- [
.f:’ 0.81 .8 0.81
O |©)
O 0.6 B 0.6
o et
Q0.4 Q 0.4
£ c
n 0.2 n 0.2
i ©
< 0.0 Q0.
00 02 04 06 08 1.0 00 02 04 06 08 1.0
bias in training set bias in training set
Posterior Distribution Top prediction (EMNLP’17)
S. Jia*, T. Meng*, J. Zhao and K. Chang. ACL 2020 50



[V NLP

Bias Mitigation Using Posterior Regularization

vSRL  Violation: 51.4%  Amplification: 0.032 Acc.: 23.2%
w/ PR Violation: 2% Amplification: -0.005 Acc.: 23.1%

o 1.0 o 1.0
C (-

Oos Oos

4+ 4+

= O

T 0.6 T 0.6

Q O

— —

Q 0.4 Q 0.4

£ c

n 0.2 n 0.2

0 ©

© 0.0 Q40

000 02 04 06 08 1.0 0.0 0.2 04 06 08 1.0
bias in training set bias in training set



Bias Amplification

6V NLP

Top Prediction Lagrange Regularization
Distribution Prediction Posterior Regularization

O O O
Dataset Model Control

.

52
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Conclusion

** Biases are embedded in NL.P models
¢ Controlling Biases is still an open problem

Our Group Page:
http://web.cs.ucla.edu/ ~kwchang/members/

#Data4Good: Machine Learning in Social

Good Applications
June 24, New York City, @ICML

ACM Conference on Fairness, AI fO r

Accountability, and

¥ ial Go'd
Transparency (ACMFAT#) Secial Go

accountability, and transparency in socio-technical systems.
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