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Bias in NLP: Word Embeddings

http://wordbias.umiacs.umd.edu/

he she

1

http://wordbias.umiacs.umd.edu/
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Bias in NLP: Downstream Task

Semantics Only

w/ Syntactic Cues

• Coreference resolution is biased1,2

• Model fails for “she” when given same context

2
1Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018
2Rudinger et al. Gender Bias in Coreference Resolution. NAACL 2018
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Contextualized Word Embeddings

31 https://www.vecteezy.com 2 https://www.pinclipart.com

BERT2ELMo2CoVe1

Great performance improvement!

Bias?

https://www.vecteezy.com/
https://www.pinclipart.com/
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Outline - 1

•ELMo is sensitive to gender
• Training corpus is biased
• ELMo treats genders unequally
• Bias propagates to downstream tasks

4In this work, the analysis is in English.
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Background: ELMo

•Make use of  a pretrained language model
• Embed corresponding context into the representations

word2vec ELMo

He taught himself  to play the violin .                           Do you enjoy the play ?

Embedding
visualization

from 
context-1

from 
context-2
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Bias in ELMo

• Training Dataset Bias
• Dataset is biased towards man

Gender Male
Pronouns

Female
Pronouns

Occurrence 
(*1000)

5,300 1,600

• Male pronouns (he, him, his) occur 3 times more often 
than females’ (she, her)
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Bias in ELMo (continued)
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1Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018

• Male pronouns co-occur more frequently with 
occupation words1
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Bias in ELMo (continued)
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1Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018

• Male pronouns co-occur more frequently with 
occupation words1

Training Corpus is Biased
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Gender Geometry in ELMo

• First two components explain more variance than others
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(Feminine) The driver stopped the car at the hospital because she was paid to do so

(Masculine) The driver stopped the car at the hospital because he was paid to do so

gender direction: ELMo(driver) – ELMo(driver)
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Gender Geometry in ELMo

The driver stopped the car at the hospital because she was paid to do so

The driver stopped the car at the hospital because he was paid to do so

Female context

Male context
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Gender Geometry in ELMo

The driver stopped the car at the hospital because she was paid to do so

The driver stopped the car at the hospital because he was paid to do so

Female context

Male context

11

ELMo embeds gender 
in the embeddings
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The driver stopped the car at the hospital because she was paid 
to do so

Unequal Treatment of  Gender

• Classifier

12

f :
<latexit sha1_base64="MiBzBz8O6rmAcrAGaRyZjZKL+Rs=">AAAB63icbVA9SwNBEJ2LXzF+RS1tFhPBKtwlhWIVtLGMYD4gOcLeZi9Zsrt37O4J4chfsLFQxNY/ZOe/cS+5QhMfDDzem2FmXhBzpo3rfjuFjc2t7Z3ibmlv/+DwqHx80tFRoghtk4hHqhdgTTmTtG2Y4bQXK4pFwGk3mN5lfveJKs0i+WhmMfUFHksWMoJNJlXDm+qwXHFr7gJonXg5qUCO1rD8NRhFJBFUGsKx1n3PjY2fYmUY4XReGiSaxphM8Zj2LZVYUO2ni1vn6MIqIxRGypY0aKH+nkix0HomAtspsJnoVS8T//P6iQmv/ZTJODFUkuWiMOHIRCh7HI2YosTwmSWYKGZvRWSCFSbGxlOyIXirL6+TTr3mNWr1h3qleZvHUYQzOIdL8OAKmnAPLWgDgQk8wyu8OcJ5cd6dj2VrwclnTuEPnM8fAOmNjA==</latexit>

ELMo(occupation) !
<latexit sha1_base64="r2/BIvv92hsxnS9nS8QQghuqsRs=">AAAB9HicbVA9TwJBEJ3DL8Qv1NLmIphYkTsstCTaWGIiYAIXsrcssGFv99ydw5ALv8PGQmNs/TF2/hsXuELBl0zy8t5MZuaFseAGPe/bya2tb2xu5bcLO7t7+wfFw6OmUYmmrEGVUPohJIYJLlkDOQr2EGtGolCwVji6mfmtMdOGK3mPk5gFERlI3ueUoJWCckfzwRCJ1uqp3C2WvIo3h7tK/IyUIEO9W/zq9BRNIiaRCmJM2/diDFKikVPBpoVOYlhM6IgMWNtSSSJmgnR+9NQ9s0rP7SttS6I7V39PpCQyZhKFtjMiODTL3kz8z2sn2L8KUi7jBJmki0X9RLio3FkCbo9rRlFMLCFUc3urS4dEE4o2p4INwV9+eZU0qxX/olK9q5Zq11kceTiBUzgHHy6hBrdQhwZQeIRneIU3Z+y8OO/Ox6I152Qzx/AHzucPgN+R6w==</latexit>

context gender

f
<latexit sha1_base64="nCmo2IjEmAQavNbnXg33xD8FOzI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGIUJIEL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBj8H4ZuY/PqHSPJYPZpKgH9Gh5CFn1FjpvhpW++WKW3PnIKvEy0kFcjT75a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbTrNe+iVr+rVxrXeRxFOIFTOAcPLqEBt9CEFjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AGDRo1I</latexit>ELMo

embeddings
gender 

prediction
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Unequal Treatment of  Gender (continued)

• ELMo propagates gender information from the context
• Male information is 14% more accurately propagated than 

female

13
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Unequal Treatment of  Gender (continued)

• ELMo propagates gender information from the context
• Male information is 14% more accurately propagated than 

female

14
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ELMo embeddings are biased
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•WinoBias dataset1

• Pro-Stereotypical (Pro.)  and Anti-Stereotypical (Anti.)

• Bias: performance difference between Pro. and Anti. dataset.

1https://uclanlp.github.io/corefBias

Bias in Downstream Task: Coreference 
Resolution in English

15

https://uclanlp.github.io/corefBias
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OntoNotes Pro. Anti.

Bias in Coreference

• ELMo boosts the performance
• However, enlarge the bias (Δ)

Δ: 29.6Δ: 26.6
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OntoNotes Pro. Anti.

Bias in Coreference

• ELMo boosts the performance
• However, enlarge the bias (Δ)

Δ: 29.6Δ: 26.6

18

ELMo enhances bias 
in downstream tasks
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Outline - 2

•Mitigation Bias
•Gender swapping
•Data augmentation 
•Neutralizing ELMo

20
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Mitigate Bias

•Gender Swapping1

21

1Zhao et al. Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods. NAACL 2018

he

The doctor went to the store to pick up food.

At the store, there was a sick cashier.

The doctor offered to helped the cashier because she 
could see something was wrong.
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Mitigate Bias (Method 1)

•Data Augmentation
• Generate gender swapped training variants
• Re-train on the union dataset
• Almost mitigate all the bias shown in WinoBias

F 1
 (%

)

22
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Mitigate Bias (Method 1)

•Data Augmentation
• Generate gender swapped training variants
• Re-train on the union dataset
• Almost mitigate all the bias shown in WinoBias

F 1
 (%

)
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OntoNotes Pro. Anti.Data augmentation is effective.
What if  we don’t want to retrain?
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Mitigate Bias (Method 2)

•Neutralize ELMo Embeddings
• Average the ELMo embeddings for test dataset

24

The driver stopped the car at the hospital because she was paid to do so 

The driver stopped the car at the hospital because he was paid to do so

average

gender swapping



NLP

Mitigate Bias (Method 2)

•Neutralize ELMo Embeddings
• Lightweight; keeps the performance
• Mitigate some of  the bias 

25
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Mitigate Bias (Method 2)

•Neutralize ELMo Embeddings
• Lightweight; keeps the performance
• Mitigate some of  the bias 

26
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Lightweight but can 
also mitigate some bias
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Conclusion

•ELMo is sensitive to gender
• Training corpus is biased to man
• ELMo treats genders unequally
• Bias propagates to downstream tasks

•Mitigation Bias
•Data augmentation 
•Neutralizing ELMo

27
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Thank you!
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